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Abstract

Personality computing lies on the effort of designing computational models to recognize personality traits from different sources of input such as visual (image), verbal (text) and vocal (audio). To recognize personality traits from facial images, the recognition model needs to extract facial features such as eyes, mouth, nose, etc. Facial features are relevant for personality judgements where they are providing information about human expression and behaviours. For example, by detecting eye’s movement, dimension and size, machines can describe people’s personality. Basically, people with higher score of conscientiousness have greater fluctuations in their pupil size while people who blink faster are more neurotic. The potential of each facial feature to automatically describe human personality has prompted research in personality recognition using CNN-based techniques. On the other hand, convolutional neural networks (CNN) have proven to be greatly success in the field of image processing including face recognition and detection. Since face detection is a key task in personality recognition using facial features, adoption of CNN model is a reliable choice. This study aimed to explore CNN-based models, which have been used and modified in the personality computing field. In this paper, we review several CNN-based models which have been employed for personality traits recognition, with an emphasis on extraction of facial features. Based on the finding, there are four models (VGGNet, ResNet, FaceNet and OpenFace) which are widely used and frequently adopted by previous studies in personality trait recognition. The adoption of CNN-based models in facial features extraction for personality traits recognition helps in achieving a good accuracy result. Thus, there is a huge potential to enhance and modify CNN-based model to generate more efficient model for facial features extraction tasks. Initially, this paper briefly explains personality computing and facial features extraction for personality recognition task. Next, this paper discusses the characteristics of network layer in CNN-based models for facial features extraction and personality recognition. Finally, this paper concludes that each of these models has its own features strength that are potentially useful for facial features extraction in development of personality traits recognition model.
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1. Introduction

Personality Computing (PC) is a thriving research topic that combines knowledge in psychology and computer science. This kind of research topic aims to extract information related to the individual’s personality from machine sensory data. It focuses on the development of computational algorithms to automatically detect human personality. Availability of machine sensory information such as videos, user behaviours in social media platforms, smartphone usage, online shopping patterns, and written text in digital media spur on the development of personality recognition system. Personality recognition system make use all of that information as an input data and then classifying it into several different personality model attributes such as Big Five model which consists of five attributes dimension includes openness, conscientiousness, extraversion, agreeableness, and neuroticism [1][2]. In addition, instead of the Big Five dimensions, personality recognition system also uses other metrics such as confident, intelligent, unhappy, weird, and neutral [3].

Personality computing can also be seen as an extension or addition to affective computing where both are two related fields in human-machine interaction. The tasks in affective computing usually involved emotion or facial expressions recognition, pain detection, mental health, and depression recognition while personality computing concerns on recognizing human personality traits or person's characteristics and self-quality [4]. Emotion and personality recognition often employ face images as the primary input data for the recognition process. Prior to 2015, research efforts in affective computing focused more on sentiment polarity and emotion recognition than on personality traits recognition. This is because of the difficulty in obtaining adequate datasets coupled with the complexity of personality recognition processes itself [5]. However, in 2016, the organization of ChaLearn Looking at People Challenge 2016 (ECCV2016) became an ideal beginning for researchers to investigate the problem of personality analysis. This challenge aimed to recognize the Big Five traits in the videos of people speaking in front of the camera. The challenging aspect of personality traits recognition system development is associated with numerous circumstances that may have an impact on the final outcomes, including individual and cultural differences, random noise present in the video input, distinctive facial features, and various articulation styles [6][7]. Automatic human personality judgements have been used to enhance the recognition system in many applications or practical solutions in social computing. As an example, personality recognition is helpful for predicting sentiment polarity and subjectivity in Twitter [8]. Afterward, a virtual robot called Zara was developed by Fung et al. [9], who used emotion and sentiment recognition to interact with user. Zara is also able to give a personality analysis based on users’ pronunciation of speech. Personality traits recognition have also been exploited in user profiling, product personalization and business marketing. As an example, Micu et al. [10] proposed an AI platform which automatically gathers customer data during their stores visit, for managers to create novel solutions that are customized to specific client demands and desires.

This study aimed to explore CNN-based models, which have been used and modified in the personality computing field. In depth, this study intended to discover the structure of CNN-based models such as VGGNet, Resnet, FaceNet and
OpenFace which have been used for personality traits recognition. This study was conducted according to the guidelines of Kitchenham and Charters guidelines of systematic literature review (SLR) method [11]. This study selected previous studies published between 2016 and 2023 through academic databases including IEEE Xplore, Web of Science, Scopus, SpringerLink, ScienceDirect, and Google Scholar, using the following keywords: “facial feature extraction”, “personality computing”, “personality traits recognition”, “CNN” and “Big Five model”. We identified several key papers that were strongly related to the use of Convolutional Neural Network Model for Facial Feature Extraction in Personality Traits Recognition. The remainder of this paper is organized as follows: In Section 2, we discuss the background of facial features extraction for personality traits recognition. Section 3 explains about CNN-based model for facial features extraction including VGGNet, ResNet, FaceNet and OpenFace model. Finally, Section 4 briefly discusses findings and potential future research direction.

2. Facial Features Extraction for Personality Traits Recognition

Generally, there are several main processes in the development of the personality traits recognition model which are carried out consecutively, namely data preprocessing, features extraction and selection, classification modelling and final prediction. During the data pre-processing stage, information from the raw data source (video) will be extracted separately, consisting visual, audio, and text. Pre-processing also requires the process of noise reduction, data normalization and compression of stored information to produce clean input data. Next, feature extraction step aimed to extract as many as related features from the input data while feature selection concerned to choose the most relevant features for better classification and final prediction score [12].

Different feature modalities such as visual images, audios and texts have been used to automatically classify a person's personality [3]. Based on existing research, combination of multimodal features was a good choice for personality prediction [1][2]. The most frequently used features are visual features which involve facial features from face images [13][14]. Detecting faces and their features such as the mouth, nose, eyes, gazes, and head nods was a difficult challenge in the past. In contrast, nowadays deep learning algorithms are able to solve this task. By using a simple convolutional neural network (CNN), it can easily help to detect key points on parts of faces images. Previous study has demonstrated that there is a correlation between facial key points and the Big Five personality model attributes. Cai & Liu [15] discovered that the points from the right jawline to the chin contour showed a significant negative correlation with agreeableness in their study. According to Kachur et al. [16], artificial neural networks algorithm was able to reveal multidimensional personality profiles based on static morphological facial features. Morphological facial features involve the shape and structure of the front of the head from the chin to the top of the forehead where the mouth, eyes, nose and other features are located. Another study found that personality traits can be reliably predicted from facial images using deep learning (CNN and Resnet) and showed an accuracy results more than 70%. Based on the study experiments, it showed that accuracy of neuroticism and extroversion was the most accurate with accuracy
exceeded 90% [4]. In the next section, we discussed details of neural network design in CNN-based model for facial features extraction.

3. Convolutional Neural Network (CNN) Model

3.1. VGGNet

VGGNet is one of CNN-based models that supports up to 19 layers and is primarily concerned with the effect of convolutional neural network depth on its accuracy. VGGNet was introduced by Simonyan & Zisserman from the Visual Geometry Group Lab of Oxford University [17]. VGGNet was driven by the desire to reduce the number of parameters in the CONV layer and enhance training time. The VGGNet model has several versions, such as VGG11, VGG16, VGG19, and etc, with the sole difference between each model is the total number of layers in the network. For example, VGG19 has 19 layers with 144 million parameters while VGG16 has 16 layers with 138 million parameters. VGGNet has been used in personality traits recognition to extract facial images from the series of videos input [7][18]. Generally, VGGNet model is like traditional CNN model where it consists of four layers including input layer, convolutional layers, fully connected layers, and hidden layers. The convolutional layers in VGGNet are used in a smaller filter (3x3 or 1x1 filter) and the convolution step is fixed. VGGNet also has three fully connected (FC) layers where the first two of FC layers with 4096 channels and followed by FC layers with 1000 channel to predict 1000 labels (ImageNet dataset). In addition, the pooling layer in VGGNet is not followed each convolutional layer but the pooling layers distributed under different conv layers. The convolutional layers of VGGNet model as illustrated in Figure 1.

Figure 1. Illustration of VGGNet Model

3.2. ResNet

Residual Network (ResNet) is another type of CNN-based model that was introduced with the basic idea of “skip connections” are built into the network [19]. The skip connections layers in ResNet model aim to overcome the vanishing gradient problem by allowing gradients to flow across these levels. The ResNet
model has several models where each differs in the number of layers such as ResNet18, ResNet50 and ResNet101. For example, ResNet18 consists of 18 layers with approximately 11 million parameters while ResNet50 has 50 layers with around 23 million parameters. The more numbers of layers stacked on the network model the more parameters produced by model. Table 1 shows number of layers and parameters for several ResNet models on ImageNet dataset [19]. Previous studies on personality traits recognition have utilized ResNet101 model to extract face features for personality prediction and yielded prediction accuracy more than 91% [1][2].

### Table 1. ResNet Model (ImageNet)

<table>
<thead>
<tr>
<th>Model</th>
<th>Number of Layers</th>
<th>Number of Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>ResNet18</td>
<td>18</td>
<td>~11 M</td>
</tr>
<tr>
<td>ResNet34</td>
<td>34</td>
<td>~21 M</td>
</tr>
<tr>
<td>ResNet50</td>
<td>50</td>
<td>~23 M</td>
</tr>
<tr>
<td>ResNet101</td>
<td>101</td>
<td>~42 M</td>
</tr>
<tr>
<td>ResNet152</td>
<td>152</td>
<td>~58 M</td>
</tr>
</tbody>
</table>

3.3. FaceNet and OpenFace

FaceNet was developed to perform the task of face recognition, verification and clustering using deep convolutional. FaceNet model achieved state-of-the-art face recognition performance using only 128-bytes per face on Labeled Faces in the Wild (LFW) dataset [20]. FaceNet differs from other models where it learns the mapping from the input images and builds embeddings without relying on any bottleneck layer for recognition or verification tasks. Another significant point of FaceNet is its loss function where it uses triplet loss function namely anchor, positive and negative. The model should ensure that anchor image distances are closer to positive images as compared to negative images. FaceNet model consists of 22 convolutional layers with approximately 140 million parameters.

On the other hand, Open Face was developed with capability to performed facial landmark, head pose, and eye-gaze detection [21]. The OpenFace model was inspired by FaceNet, yet the OpenFace is more lightweight. OpenFace has a weight of about 14MB, compared to FaceNet and VGG-Face which have weights of 90MB and 566MB respectively. While implementing openFace to analyze an image, the face detection library will initially create a bounding box around the face and then send each face to the neural network separately. Next, the model computes 128 dimensions face embeddings to quantify a face and then trains a Support Vector Machine (SVM) on top of the embeddings. Finally, the model successfully recognizes faces in images. OpenFace model was highly recommended for face recognition system using mobile device or real-time application using simple webcam [22]. Besides that, OpenFace is also employed in personality traits recognition to handle visual modality features extraction especially facial features detection [5][23].

Table 2 shows the summary of previous studies which adopted CNN-based model for facial features extraction in personality traits recognition. The summary
table consists of information regarding the type of CNN-based model, extracted features and model accuracy. Based on Table 2, it shows that CNN-based models have been frequently used for local face cues extraction while OpenFace models have also been used for extracting eye gazes and head positions.

Table 2. Model Accuracy on Previous Study

<table>
<thead>
<tr>
<th>CNN Model</th>
<th>Authors [Ref]</th>
<th>Features</th>
<th>Model Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGGNet</td>
<td>Zhang et al. [7]</td>
<td>Local face cues</td>
<td>0.9130</td>
</tr>
<tr>
<td></td>
<td>Kaya et al. [24]</td>
<td>Local face cues</td>
<td>0.9173</td>
</tr>
<tr>
<td></td>
<td>Zhao et al. [18]</td>
<td>Local face cues</td>
<td>0.9167</td>
</tr>
<tr>
<td>ResNet</td>
<td>Yunan Li et al. [25]</td>
<td>Local face cues</td>
<td>0.9188</td>
</tr>
<tr>
<td></td>
<td>Aslan et al. [1]</td>
<td>Local face cues</td>
<td>0.9180</td>
</tr>
<tr>
<td></td>
<td>Suman et al. [2]</td>
<td>Local face cues</td>
<td>0.9143</td>
</tr>
<tr>
<td>OpenFace</td>
<td>Subramaniam et al. [26]</td>
<td>Local face cues</td>
<td>0.9120</td>
</tr>
<tr>
<td></td>
<td>Hemamou et al. [23]</td>
<td>Local face cues and head</td>
<td>0.6450</td>
</tr>
<tr>
<td></td>
<td>Sun et al. [5]</td>
<td>Local face cues and eyes gaze</td>
<td>0.9207</td>
</tr>
<tr>
<td>FaceNet</td>
<td>Williams et al. [27]</td>
<td>Local face cues</td>
<td>0.9060</td>
</tr>
</tbody>
</table>

4. Conclusion

As discussed in this paper, several CNN-based models have been developed in previous studies with various enhancements. For each model discussed above, they are greatly performed in their own way. Each of these models also has its own advantages and disadvantages. For example, ResNet-152 model requires a lot of computing resources in terms of training time and computational power. In contrast, OpenFace has the advantage of being more lightweight compared to Resnet and FaceNet models. Meanwhile, VGGNet was able to solve image recognition tasks using deep network layers and small convolutional filters with highly accurate prediction result. Thus, there is huge potential to enhance and modify neural network layer in CNN model to generate more efficient model for facial features extraction task. Currently CNN-based model increases the number depth layer to extract more relevant features and resulted the more parameters in the end layer. Whenever the network depth is deeper, the fitting ability of CNN is stronger. However, simply increasing the depth of the network layer alone will not guarantee increased accuracy [28]. On the other hand, when the network depth exceeds a certain range, this leads to phenomenon of features disappearing [29] overfitting [30] and efficiency reduction [31]. Thus, the modification on CNN-based model is not only regarding the increasing of depth layer but also on how to utilize each layer to improve the quality of extracted features [32]. There are also some challenges associated with face detection and facial features extraction that potentially affect the model performance such as facial expression, illumination, pose variations and occlusion [33]. There are several techniques such as transfer learning, data augmentation, regularization, and hyperparameter tuning that are believed to be able to improve quality of extracted features, as well as improve the accuracy.
performance of CNN model. In future, it is interesting to explore more on modification of CNN-based model for facial features extraction to improve personality recognition performance.
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