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Abstract 

Type II diabetes is a common issue nowadays and takes a longer time to detect. Detection of diabetes greatly 

relies on the clinical results from medical professionals, which require a significant amount of time, manpower, 

and expenses. Machine learning findings may be used as the reference in gaining preliminary understanding 

about the disease. It is crucial to achieve early detection of type II diabetes in a feasible and efficient manner 

for broader populations. This study aims to evaluate the performance of selected machine learning models for 

type II diabetes. The dataset of Behavioral Risk Factor Surveillance System from 2021 was used in this study. 

Five attributes of high blood pressure, high cholesterol, BMI, general health, and walking difficulty with the 

highest Cramer’s V correlation were selected. Four machine learning models were identified through a 

literature review, including: (i) Decision Tree, (ii) Neural Network, (iii) Random Forest, (iv) Logistic 

Regression, and (v) AdaBoost, and were analyzed in the study. The performance of each machine learning 

model was evaluated based on accuracy, precision, sensitivity, and F1-score. All the algorithms showed 

acceptable performance, ranging from 68.8% to 74.7%. Neural Network showed the highest accuracy and F1-

score of 71.0% and 71.9%, respectively. Decision Tree had the highest sensitivity of 74.7% among all the 

algorithms. This project suggests Neural Network as the algorithm with the best overall performance in the 

diabetes prediction model and suggests Decision Tree as the most suitable algorithm specifically for screening 

diabetes. Preliminary diagnosis based on the interpretation of risk factors may greatly reduce the workload of 

clinical professionals in identifying the high risk group for type II diabetes to proceed further clinical 

diagnostic. 

 

 

Keywords: Diabetes, ⁠Machine Learning, Disease Prediction, Feature Selection, Risk Factors. 

 

 

1. Introduction 
 

Diabetes Mellitus, commonly referred to as diabetes, is a disease that involves 

the condition of hyperglycemia. There are three main types of diabetes: type I 

diabetes, type II diabetes, and gestational diabetes [1, 2]. As of today, diabetes is a 

chronic disease with no definite cure for either type I or type II diabetes [3]. Type I 

diabetes is less common and is a genetic-related disease. Type II diabetes is getting 

more attention from the public due to its high prevalence. The occurrence of type II 
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diabetes involves a combination of lifestyle and environmental variables. The 

accumulation of environmental pressures like stress, unhealthy diet, and insufficient 

physical exercise may lead to the expression of the diabetic phenotype [4, 5]. 

 

This article aims to evaluate the performance of selected machine learning 

models in predicting type II diabetes based on several evaluation methods which 

are Decision Tree, Neural Network, Random Forest, Logistic Regression, and 

AdaBoost. Implementing machine learning may enhance the scalability and 

accuracy of diagnostics.  A preliminary diagnostic solution from prediction models 

is demanded to provide insights without any lab tests. Therefore, it is crucial to 

improve early detection of diabetes in a feasible and efficient approach to manage 

type II diabetes in broader populations. 

 

2. Literature Review 
 

Type II diabetes shows a slow onset of symptoms that are different from the 

acute presentation of pathological symptoms from type I diabetes. This leads to 

difficulties in diagnosing type II diabetes due to the mild symptoms at the beginning 

of diabetes, which may remain undiagnosed until the onset of severe complications 

[6, 7]. Table 1 provides the summary of the differences between type I diabetes and 

type II diabetes. 

 

Table 1. Summary of the Differences between Type I Diabetes  

and Type II Diabetes 
 

Diabetes Type I Type II 

Related to Genetic related disease 
Lifestyle and environmental 

variables related disease 

Onset of symptoms Acute onset of symptoms Slow onset of symptoms 

 

Type II diabetes could be carefully managed or even reversed for pre-diabetes 

by coping with and reducing environmental pressures from lifestyle factors [5]. 

Lifestyle interventions with modifications on the risk factors for pre-diabetes, such 

as obesity, diet, and increasing physical activities, have been shown to have 

beneficial effects in reducing the risk of diabetes [8]. Pre-diabetes is the condition 

of having elevated blood glucose levels higher than normal but below the threshold 

for a diabetes diagnosis. The risk factors for diabetes or complications of diabetes 

could be controlled before getting worse [9]. Identifying pre-diabetes or mild 

diabetes subjects would be beneficial in starting lifestyle treatment at the earliest 

possible stage. 

According to the report from the National Diabetes Registry (NDR) for 2020, 

published by the Disease Control Division, Ministry of Health Malaysia, 902,991 

active diabetes patients were reported in 2020, and 99% of them had type II diabetes. 

The prevalence of diabetes is increasing, with type II diabetes accounting for the 

majority. The Ministry of Health Malaysia emphasizes the cruciality of identifying 

prediabetes and type II diabetes mellitus within the population, particularly among 

those at high risk. According to the 6th edition of the Clinical Practice Guidelines 

(CPG) on the Management of Type II Diabetes Mellitus issued in 2020, diagnosis 

tests for type II diabetes involve clinical assessments and three laboratory tests to 
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be performed at medical facilities. The laboratory tests of (i) fasting plasma glucose, 

(ii) oral glucose tolerance test, or (iii) HbA1c are performed for the diagnosis of 

type II diabetes. In symptomatic individuals, a single abnormal test result is 

sufficient for diagnosis. However, two abnormal test results, including plasma 

glucose and HbA1c, are required as confirmatory diagnoses for asymptomatic 

individuals. All laboratory tests for diabetes diagnosis involve the collection of 

blood samples at least once or more. Both fasting plasma glucose and oral glucose 

tolerance tests mandate eight hours of overnight fasting. HbA1c testing does not 

require fasting, but the test is subject to certain factors and conditions affecting its 

accuracy. These include the presence of hemoglobin variants and certain 

medications in individuals [10]. An asymptomatic individual may need to repeat 

HbA1c testing four weeks after the first positive result for diabetes. These 

diagnostic tests involve complex procedures that are time consuming and shall only 

be carried out by medical professionals along with specialized equipment [11].  

The application of comprehensive machine learning models is useful in tracking 

the health condition of patients or identifying high-risk groups for related diseases 

[12]. In disease prediction, the symptoms and medical records of a patient are used 

to predict the occurrence of specific diseases using machine learning models [7]. 

Diabetes prediction can also be performed by constructing predictive machine 

learning models to achieve greater accuracy in identifying early stages of pre-

diabetes and diabetes according to diabetes indicators [13]. Machine learning 

findings may be used as the reference in gaining preliminary understanding about 

the disease and reducing the workload of healthcare professionals [14].  

A risk factor or determinant for a particular disease is reported to be correlated 

or have a correlation with the disease but not proven to be causal. Lifestyle 

interventions with modifications on the risk factors have been shown to have 

beneficial effects in reducing the risk of diabetes [15]. Based on previous studies 

reviewed, the attributes that are risk factors of depression, age, high body mass 

index (BMI), cardiovascular disease, hypertension, and income are found to be 

highly correlated with diabetes. From previous studies, these factors could be 

further added with sleep quantity, physical inactivity, and smoking [2, 16]. 

Many studies have been done in predicting diabetes in applying predictive 

machine learning models. A part of those studies involves the using of clinical 

diagnostic measures to be carried out by professional clinicians or in hospitals for 

example HbA1c value, insulin level, glucose level or diabetes pedigree function. 

However, most of the clinical diagnostic measures involves the using of invasive 

collection methods and aim in confirming the diagnosis of diabetes [17]. Some of 

the studies involve the using of dataset with selection bias. A few open data related 

to diabetes are showing less than 1000 subjects. These may be causing sampling 

bias or under coverage. Besides that, it is preferable to discover more on type II 

diabetes that is related to environmental pressures. This is due to type I diabetes and 

gestational diabetes are incident related diseases and may not be demonstrating any 

sign or symptoms for prediction before disease. Apart for that, open data related 

diabetes is limited and leads to the constraint of diabetes prediction study. 

A total of 11 studies were reviewed in this project to gain an understanding of 

similar topics and approaches [13, 16, 18, 19, 20, 21, 22, 23, 24, 25, 26]. All the 

studies focused on diabetes prediction using machine learning. The Behavioral Risk 

Factor Surveillance System (BRFSS) dataset from different years is extensively 
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used in health research. It contains a comprehensive scope of health-related topics 

and a large sample size with over 400,000 responses each year. The data collected 

through BRFSS is publicly available and can be accessed on the website of the 

Centers for Disease Control and Prevention in a de-identified format. 

The machine learning classifiers of Decision Tree and Neural Network are 

frequently employed in disease prediction, including diabetes prediction. Decision 

Tree was applied and proposed as a suitable model for diabetes prediction in both 

BRFSS and Pima Indian datasets. The Decision Tree model showed the highest 

sensitivity of 51.6% using the BRFSS 2014 dataset, which was preferable for type 

II diabetes screening with the highest detection rate [16]. Using the BRFSS 2015 

dataset, Decision Tree achieved a high accuracy of 92% after balancing the classes 

with the application of the up-sampling technique [20]. The Decision Tree model 

was an excellent option for type II diabetes screening with high sensitivity and 

precision in detecting false positive and negative cases after balancing the classes 

in BRFSS 2020 [23]. A modified version of Decision Tree achieved an accuracy of 

99.9% in predicting diabetes when trained using the Pima Indian dataset [21]. Two-

class boosted Decision Tree was found to have an AUC score of 99.1% in diabetes 

prediction using a private dataset from Taipei Municipal Medical Centre [18]. 

Meanwhile, Neural Network was recommended as a suitable model with the highest 

specificity (90.2%), AUC (0.7949), and accuracy (82.4%) for diabetes prediction 

[16]. The experimental results demonstrated that Neural Network had the highest 

accuracy for the Pima Indian dataset using all available attributes [26]. 

For ensemble classifiers, Random Forest and AdaBoost were found to be 

commonly used in diabetes prediction. Eight studies implemented Random Forest 

for predicting diabetes, demonstrating reliable performance in five studies [13, 19, 

22, 23, 26]. According to this study, the Random Forest machine learning model 

had the highest accuracy and F1-score of 82% for the BRFSS 2015 dataset [13]. 

Random Forest was highlighted for achieving the highest accuracy in diabetes 

prediction using the dataset from Sylhet Diabetes Hospital [19]. When applied to 

the Pima Indian dataset, Random Forest achieved the highest accuracy of 91% with 

the ADASYN oversampling method [22]. Both Random Forest and Decision Tree 

were suggested as excellent options for type II diabetes screening using BRFSS 

2020 [23]. Random Forest also demonstrated the highest accuracy in diabetic 

prediction using a private dataset from Luzhou Hospital [26]. AdaBoost was 

employed and proposed as the classifier with the best performance when using the 

transformed Pima Indian dataset [24]. 

Attribute selection was applied in studies using the BRFSS dataset [13, 16, 23, 

25]. The study that did not involve attribute selection used a cleaned version of the 

BRFSS dataset available on Kaggle with fewer attributes [20]. Attribute selection 

aims to eliminate insignificant attributes and enhance prediction performance [27]. 

The raw BRFSS survey dataset typically contains around 300 attributes, making 

attribute selection necessary to remove unrelated attributes. 

Oversampling techniques were applied to address the imbalance between 

majority and minority classes [13, 16, 19, 20, 22, 23, 25]. In diabetes prediction, the 

minority class of "yes diabetes" was of interest, and balancing classes were crucial 

for enhancing prediction accuracy for this class [28]. Synthetic Minority Over-

sampling Technique (SMOTE) was used to increase instances of the minority class 
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by generating synthetic instances through random selection and interpolation of 

nearby instances [29]. 

According to studies related to diabetes prediction, machine learning models 

such as Neural Network, Decision Tree, Logistic Regression, Random Forest, and 

K-Nearest Neighbours were popular and frequently used [13, 16, 18, 19, 20, 21, 22, 

23, 24, 25, 26]. These models have shown high potential for diabetes prediction and 

are supervised machine learning models. 

3. Methodology 
 

In this study, there were three phases involved; (i) Phase 1: Study Initiation and 

Data Preparation, describing the sections of literature review, data acquisition, 

exploratory data analysis (EDA), and data preparation, (ii) Phase 2: Model 

Selection, and (iii) Phase 3: Model Evaluation. However, this article focuses only 

on evaluating the performance of the selected machine learning model based on 

several evaluation methods. 

In Phase 1, the initial step for data investigation which was the exploratory 

data analysis, was conducted to discover trends, and spot outliers and anomalies. 

Python was used for data cleaning to filter unrelated attributes and remove 

instances. SPSS was used for descriptive analysis and correlation studies of the 

attributes. Figure 1 shows a summarizing flowchart of the data preparation process. 

 
Figure 1. Summary Flow Chart of Data Preparation 

The raw dataset used was cleaned to remove attributes not related to health status 

and diabetes using Python. The responses collected from the year 2022 were 

excluded. Twenty attributes, including diabetes, were selected based on insights 

from previous studies, and 283 attributes not related to health status or diabetes were 

removed. Additionally, 155 attributes were identified as personal information of the 

respondents rather than health-related data. Sixty-nine attributes detailed other 

health conditions and diseases including cancers, human immunodeficiency virus 

or asthma, while 59 attributes were found to be redundant and contained highly 

similar information to the selected attributes. The dataset contained six attributes of 

smoking including ‘Have you smoked at least 100 cigarettes in your entire life?’, 

‘Do you now smoke cigarettes every day, some days, or not at all?’, ‘How long has 

it been since you last smoked a cigarette, even one or two puffs?’, ‘During the past 

12 months, have you stopped smoking for one day or longer because you were 

trying to quit smoking?’, ‘Four-level smoker status: Everyday smoker, Someday 

smoker, Former smoker, Non-smoker’ and ‘Adults who are current smokers’. All 

of these attributes were capturing information from repetitive aspect and only one 

of the attributes was selected to reduce the redundancy. After filtering and selecting 
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the 20 attributes, data cleaning was applied to check the entries available. 

Respondent entries with missing values were directly removed. Responses with 

'Don't Know' and 'Refused' in any of the attributes were excluded. Thirteen multi-

class attributes, including 'Diabetes,' were transformed into binary attributes of class 

'0' and class '1' through data cleaning. According to the literature review, any 

responses from respondents younger than 30 years old were removed due to the 

high possibility of having type I diabetes [30]. 

The distribution of a categorical variable between two groups or samples may be 

compared using chi-square test [31]. The data used was categorical. Hence, the chi-

square test function was applied to evaluate the relationship between each attribute 

and the dependent attribute of 'Diabetes.' Cramer's V correlation of each attribute to 

the dependent attribute of 'Diabetes' was determined using SPSS. Cramer’s V 

correlation is used to assess the magnitude of association between two categorical 

variables in contingency tables larger than 2 x 2. It is calculated by dividing the chi-

square statistic and ranges from zero to one with no negative values. A Cramer's V 

value greater than 0.15 was considered a strong association, and a value greater than 

0.25 indicated a very strong relationship [32]. Five attributes which were identified 

as statistically significant, were selected as the independent attributes in the 

analysis. These five attributes had the highest Cramer's V correlation, ranging from 

0.20 to 0.26, with the dependent attribute of diabetes. 

The dataset show in Table 2 show was imbalanced, with only a minority of the 

respondent entries showing type II diabetes after data pre-processing. In 212821 

responses, 175406 responses were found to be no diabetes class ('0') and only 37415 

responses were yes diabetes class ('1'). Random under sampling was applied to 

prepare a balanced dataset for model construction. The class distribution was 

balanced by randomly removing responses from the majority class of no diabetes 

class ('0'). The data contained enough entries to proceed with under sampling the 

majority group to avoid model bias. A total of 74,830 responses, with 37,415 in the 

no diabetes class ('0') and 37,415 in the yes diabetes class ('1'), were finalized for 

machine learning implementation. 

 

Table 2. Class Distribution Before and After Random Under Sampling 

Description No Diabetes Class ('0') Yes Diabetes Class ('1') Total 

Original dataset 

entries 
175,406 37,415 212,821 

After random under 

sampling (balanced 

dataset) 

37,415 37,415 74,830 

 

 

 

 

 

 

 

In Phase 2, four machine learning models, including (i) Decision Tree, (ii) Neural 

Network, (iii) Random Forest, (iv) Logistic Regression and (v) AdaBoost, were 

analyzed in the study. These models are popular and perform well in handling 
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healthcare data. A stratified cross-validation of five was performed using the default 

random seed of one. Stratification ensured that each fold maintained the same class 

distribution, providing reliable results and reducing the risk of overfitting. 

A Neural Network is a supervised machine learning algorithm inspired by the 

structure and function of human neurons. In the learning process, Neural Networks 

primarily employ a method of modifying weights and adjusting the connection 

strength between the nodes based on the error between the predictions and the actual 

outcomes [33, 34]. The iterative modification of weights and connection strength of 

the algorithm may identify the nonlinear relationships between diabetes and the 

independent attributes. It is suitable in addressing classification problem within 

large and complex dataset [35].  It has diverse applications across the fields of 

science and technology and is widely used in the diagnosis of diseases including 

diabetes and tuberculosis, as well as in image classification on radiographs [36]. 

A Decision Tree is a supervised machine learning algorithm commonly applied 

in classification and prediction in medical research. The complex relationships 

between the independent attributes and the dependent attribute are simplified 

through the segmentation of subgroups [37]. It involves the prediction of the 

dependent attribute based on decision rules derived from the features in the dataset, 

organized in a flowchart manner. It may assess the importance level of different 

dependent attributes and identify the combination of attributes with greatest effect 

in predicting type II diabetes[37]. It is commonly used in disease prediction and 

decision-making when handling categorized data [38]. 

Random Forest is an ensemble machine learning algorithm that involves the 

construction of multiple decision trees [39]. Each decision tree is built using 

bagging, which involves a random set of data to reduce overfitting. The average 

prediction from the multiple trees is taken to enhance the accuracy of the predicted 

outcome [39]. This helps in the classification of type II diabetes with large dataset 

and multiple independent attributes as all the independent attributes would not be 

used at once [39]. It can be used in the prediction of both categorical and quantitative 

attributes in high-dimensional and complex settings [40].  

Logistic Regression is a supervised machine learning algorithm commonly used 

in the classification of binary attributes. It is a multivariable statistical method that 

models the relationship between multiple independent attributes and a binary or 

categorical dependent attribute [41]. The probability of the specific outcome is 

estimated using the sigmoid function and produces output value between 0 to 1. 

This allows the algorithm to interpret the results as the likelihood of a binary 

outcome [42]. The algorithm is commonly employed in clinical studies to assess the 

association of multiple independent attributes to a single binary outcome, such as 

the presence and absence of diseases [43]. Logistic regression is an important tool 

in analyzing complex health survey data to obtain health insights and to identify 

disease behaviors and patterns [44]. 

 

 

AdaBoostM1 is an ensemble machine learning algorithm commonly used to 

boost the performance of weak algorithms [45]. It is designed to address binary 

classification tasks through the application of data entry reweighting [46]. The 

weight adjustment policy of AdaBoostM1 involves assigning higher weights to 
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misclassified entries and prioritizing the entries that are challenging to classify. The 

attempt in reducing error rate is important in the prediction of type II diabetes 

prediction to improve the accuracy in detecting the responses with yes diabetes [47]. 

It is widely used in diverse domains including facial detection, image classification, 

and human detection [48]. 

In Phase 3, the evaluation methods of accuracy, precision, sensitivity, and F1-

score were adopted to evaluate the output of the constructed machine learning 

models. A confusion matrix was generated to visualize the performances of the 

classification models. 

Accuracy shows the ability of the model in getting true positive and true negative 

in predicting type II diabetes. It involves the differentiation of yes diabetes patient 

and no diabetes healthy individuals in the correct manner. Specificity shows the 

ability of the model in getting true negative in predicting type II diabetes which is 

detecting nondiabetic individual. Sensitivity shows the ability of the model in 

getting true positive in predicting type II diabetes which is detecting type II diabetic 

individual. F1 score shows the ability of the model in discriminating the classes of 

the dependant attribute due to using of precision and sensitivity. It is holding the 

mean score in combining precision and sensitivity. The model with high sensitivity 

score is suitable to be used in screening for type II diabetes. 

3.1 Dataset 

The dataset of the Behavioral Risk Factor Surveillance System (BRFSS) from 

2021 was used in this study. The dataset is available to the public on the CDC 

website (https://www.cdc.gov/brfss/annual_data/annual_2021.html) and contains 

438,693 responses with 303 attributes. The dependent attribute of this study was 

'Diabetes,' corresponding to the survey question '(Ever told) (you had) diabetes? It 

was a multi-class attribute with '1' indicating the respondent had diabetes, '2' 

indicating the respondent had diabetes but only during pregnancy (for females), '3' 

indicating the respondent did not have diabetes, '4' indicating the respondent did not 

have diabetes but had prediabetes, '7' indicating the respondent did not know or was 

not sure, and '9' indicating the respondent refused to answer. 

Annually, the BRFSS dataset is readily available and easily accessed through the 

CDC website. Each BRFSS dataset contains more than 400,000 responses, allowing 

for robust analysis and providing a greater chance of obtaining substantial instances 

of 'yes' diabetes as the class of interest. In addition, the dataset contains diverse 

health-related attributes that facilitate exploratory data analysis in correlation and 

association studies. 

3.2 Research Procedure 

In evaluating the performance of the type II diabetes prediction machine learning 

models, algorithms such as Decision Tree, Neural Network, Random Forest, 

Logistic Regression, and AdaBoostM1 were applied using Weka. The cleaned 

dataset, after exploratory data analysis, consisted of 212,821 entries and 6 attributes, 

including the dependent variable of diabetes. The dataset was imbalanced, with 

175,406 entries (82.42%) indicating no diabetes and 37,415 entries (17.58%) 

indicating yes diabetes. To balance the class distribution of the dataset, random 

under sampling was applied. All entries from the class of yes diabetes were retained, 

and 37,415 entries were randomly selected from the class of no diabetes. This 

https://www.cdc.gov/brfss/annual_data/annual_2021.html
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reduced the dataset to a total of 74,830 entries, with a balanced distribution of 

37,415 entries indicating yes diabetes and 37,415 entries indicating no diabetes. The 

balanced dataset was then used for the application of machine learning models on 

Weka. 

4. Findings and Discussion 

The findings will be presented in the discussion in this section. 

4.1 Exploratory Data Analysis 

 

The exploratory data analysis was carried out using Python and SPSS. The 

findings showed that the attributes of high blood pressure, high cholesterol, BMI, 

general health, and walking difficulty had a strong correlation with the dependent 

attribute of diabetes, with Cramer's V values greater than 0.2. A Cramer's V value 

greater than 0.15 was considered a strong association, and a value greater than 0.25 

indicated a very strong relationship [32]. The five attributes selected had the highest 

Cramer's V correlation, ranging from 0.20 to 0.26, with the dependent attribute of 

diabetes. Between 33.16% and 71.84% of diabetes entries had high blood pressure, 

high cholesterol, and walking difficulty, as shown in Figure 2. 

 

 
 

Figure 2. Bar Chart of Diabetes Against High Blood Pressure, High 

Cholesterol and Walking Difficulty in Percentage 
 

The percentage of yes diabetes increases from 6.19% at BMI of 21 to 41.36% at 

BMI of 46 in Figure 3.  
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Figure 3. Histogram of BMI Against Diabetes in Percentage 

 

The percentage of diabetes increased as the class of general health increased, as 

depicted in Figure 4. Class four and class five indicated fair and poor general health, 

respectively. The higher the class of general health was, the poorer the general 

health would be. 

 

 
Figure 4. Bar Chart of General Health Against Diabetes in Percentage 

 

The selection of attributes was intended to achieve screening for type II diabetes 

with lower data input. This approach could enhance feasibility in screening larger 

populations by reducing data requirements and time constraints. 
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4.2 Evaluation of Machine Learning Models 

Machine learning models including Decision Tree, Neural Network, Random 

Forest, Logistic Regression, and AdaBoostM1 were applied to predict type II 

diabetes using WEKA. The classes of diabetes were categorized as '0' for no type II 

diabetes and '1' for yes type II diabetes. The performance comparison among the 

four machine learning models was evaluated based on accuracy, precision, 

sensitivity, and F1-score. 

Accuracy indicates the model's ability to correctly predict true positives and true 

negatives for type II diabetes. It distinguishes between individuals with and without 

diabetes correctly. Specificity measures the model's ability to correctly predict true 

negatives for type II diabetes, identifying non-diabetic individuals. Sensitivity 

gauges the model's ability to correctly predict true positives for type II diabetes, 

identifying type II diabetic individuals. F1-score assesses the model's capability to 

discriminate between classes of the dependent attribute by leveraging precision and 

sensitivity, providing a balanced mean score combining these metrics. 

Models with higher sensitivity scores were more suitable for screening type II 

diabetes. All algorithms demonstrated acceptable performance ranging from 68.8% 

to 74.7%. Neural Network achieved the highest accuracy (71.0%), and F1-score 

(71.9%). Decision Tree exhibited the highest sensitivity (74.7%) among all 

algorithms. Logistic Regression achieved the highest accuracy (71.0%), and 

Pression (70.5%). Table 2 presents the summary of the performance of the type II 

diabetes prediction models. 

Table 2. Performance of Type II Diabetes Prediction Model 

Model Accuracy Precision Sensitivity F1-score 
Neural Network 71.0% 69.7% 74.3% 71.9% 
Random Forest 70.6% 69.4% 73.4% 71.4% 
AdaBoost 70.0% 69.3% 71.8% 70.6% 
Decision Tree 70.4% 68.8% 74.7% 71.7% 
Logistic Regression 71.0% 70.5% 72.2% 71.3% 

 

Overall, Neural Network, Decision Tree, and Logistic Regression performed 

well in predicting type II diabetes based on risk factors such as high cholesterol, 

high blood pressure, BMI, general health, and walking difficulty. Among the 

models used for prediction, Neural Network showed the highest accuracy, and F1-

score. Decision Tree exhibited the highest sensitivity and comparable performances 

in accuracy and F1-score. Screening for diseases, including diabetes, was to predict 

disease occurrence, making sensitivity crucial for minimizing false negative results. 

Several studies have recommended the use of Decision Tree models for 

predicting diabetes, utilizing the BRFSS dataset [16, 20, 23]. These studies utilized 

BRFSS data from 2014, 2015, and 2020. One study specifically recommended 

Neural Network algorithms for diabetes prediction using the 2014 BRFSS dataset 

[16]. This study highlighted Neural Network's superior overall performance in 

diabetes prediction and suggested Decision Tree as the most suitable algorithm for 

diabetes screening due to its high sensitivity in minimizing false negatives. Recent 

research using the BRFSS 2021 dataset has corroborated these findings regarding 

the evaluation of machine learning models. 
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This revision clarifies the relationships between different models, emphasizes 

the importance of sensitivity in disease screening, and improves the overall 

readability of the paragraph. 

5. CONCLUSION 

The risk factors of high blood pressure, high cholesterol, BMI, general health, 

and walking difficulty have demonstrated a high correlation with type II diabetes 

based on Cramer’s V correlation. Both Neural Network and Decision Tree have 

given a good performance in predicting type II diabetes using the selected attributes. 

Decision Tree, with its highest sensitivity, has been identified as the most suitable 

algorithm for type II diabetes prediction, maximizing detection accuracy. 

Selecting and utilizing specific risk factors for screening type II diabetes can 

significantly enhance feasibility by reducing data requirements and time constraints. 

This approach facilitates early screening and supports the implementation of 

preventive measures. Preliminary diagnosis based on the interpretation of risk 

factors may greatly reduce the workload of clinical professionals in identifying the 

high risk group for type II diabetes to proceed further clinical diagnostic.   

However, due to the cross-sectional nature of the BRFSS data used in this study, 

it is limited in establishing cause-and-effect relationships. The BRFSS dataset relies 

on survey-based information gathering, which introduces recall bias and 

confirmation bias. It does not involve any diagnoses or advices from clinical 

professionals and this raises the concerns on the accuracy of the data collected and 

the findings derived from this dataset shall be interpreted with caution. Future work 

may focus on the application of suggested machine learning models on different 

dataset to enhance the applicability of the findings and asses the performance of the 

type II diabetes prediction model across diverse populations. An alternative 

sampling method, for example SMOTE may be considered in generating a balanced 

dataset. SMOTE technique is commonly used in addressing dataset imbalances by 

oversampling the minority class on dependent attribute for potential improvements. 
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