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Abstract 

Advancement in the domain of big data, computing power and internet of things continue to spur the 
development of algorithmic models that morphed into artificial intelligence. Notable achievements 
have been made in the application of artificial intelligence in image recognition, natural language 
processing, smart farming, personal learning assistance, and autonomous systems. As its adoption 
increases and proliferates into every sphere of activities, governments, businesses and organizations 
begin to formulate strategies and measures to facilitate its adoption even as it is still rapidly 
progressing. Meanwhile, artificial intelligence’s impact to the individual, organizational and 
societal levels as well as the mechanisms to ensure realization of its benefits and minimization of its 
drawbacks are actively being pursued by the academic communities. This study endeavours to 
aggregate the perspectives from multiple review studies to shed light on the approaches pertaining 
to the governance, risk management and compliance of artificial intelligence. The concepts, elements 
and practices relevant to the three aspects are presented together with the proposed way forward to 
facilitate artificial intelligence adoption by the organizations.  
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1. Introduction 

Artificial Intelligence (AI) is a buzzword used to encapsulate the technology that 
could process information that mimics human cognitive abilities. As a pioneer in 
the field, John McCarthy defined AI in 1956 as “the science and engineering of 
making intelligent machines” [1]. Adding to this definition, Brooks stated that “AI 
is intended to make computers do things, that when done by people, are described 
as having indicated intelligence” [2]. AI’s definition is still evolving as it gains 
acceptance and adoption in various industries and spheres of activities. Recent 
definition has been given by the Institute of Electrical and Electronics Engineers 
(IEEE) Corporate Advisory Group as “the combination of cognitive automation, 
machine learning (ML), reasoning, hypothesis generation and analysis, Natural 
Language Processing (NLP), and intentional algorithm mutation producing insights 
and analytics at or above human capability” [3]. ML is a subset of AI that allows a 
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system to automatically learn and improve based on feedback while NLP denotes 
algorithm that can process and analyze human-readable text.  

The catalysts of AI development are the advancement made in the Internet of 
Things (IoT), Big Data and computing capabilities. The algorithms involve in the 
operation of AI is such that relevant dataset is required to train the algorithmic 
model to produce the desired output. As AI is data-dependent, inaccurate, biased or 
intentionally malicious data fed into the algortihmic model may produce inaccurate, 
biased and erroneous output resulting in adverse or catastrophic consequences, 
depending on its actual application. For example, the twitter chatbot launched by 
Microsoft was forced to shutdown after other twitter users trained it with racist 
information which in turn produced racially offensive and insensitive statements 
[4]. Other instances where AI produced biased output include classifying higher rate 
of recividism based on race [5] and gender discrimination when it comes to 
employment preference [6].   

Furthermore, inaccurate results produced by AI used in autonomous system like 
self-driving vehicle may lead to injury or loss of lives, as in the case of an accident 
reported when such system is permitted to be used in public roads [7]. Such mishap 
may be caused by failure to capture all functional requirements during development 
[8], inadequate verification and validation [9], model misspecification or 
uncertainty [10], or deliberate attack launched against the system by a malicious 
actor [11]. When such desirable incidents occur, accountability issues arise as 
multiple stakeholders are involved in the approval, design, development, 
deployment, operation, maintenance and oversight of the system [12, 13]. This is 
exacerbated by the inscrutability of certain AI models which can be considered 
“black box” and the absence of any formal regulation or standard that could enforce 
compliance on responsible parties [14, 15].    

More recently, AI is used to generate images that can be used for education, 
marketing, and presentation purposes [16]. This is a reality as AI chatbot is able to 
understand the meaning of text entered by humans communicating with chatbot 
[17]. While there is no outstanding issue regarding the usability of the images 
generated [18], there are however issues related to plagiarism if chatbot generates 
output for use in academic literature [19]. As the technology is still evolving, the 
academia is grappling with its permissible use in the context of learning and 
education [20]. As concern is raised regarding the use of text and image generated 
by AI, it is more alarming in the case of voice generated by AI as produced by the 
application called Deepfakes, especially if it is used to impersonate other person for 
malicious purposes [21].  
 
2. Governance, Risk and Compliance 

Due to the issues and concerned pertaining to the use of AI, numerous articles 
have been published regarding the ethical principles as well as the mechanism to 
bridge the ethical principle-practice gap [22]. [23] postulated that governance is the 
central practice that impacts other ethical requirements found from previous studies. 
In light of this, [24] define organizational AI governance to be a subset of IT 
governance that intersects with data governance. IT governance in turn is 
encapsulated within the domain of corporate governance. There are also other 
governance mechanisms that are beyond the scope of an organization such as 
ratification of standards and legislation. This relationship is illustrated in Figure 1.  
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Figure 1. Multilevel Governance of AI [24] 

While methods and tools have been proposed by extant literature in order to 
bridge the gap between ethical principles with actual practices [25, 26], 
implementation of ethical measures in each phase of AI lifecycle entails resource 
allocation and utilization such as infrastructure, manpower, expertise, time and cost 
[27]. In the absence of formal regulations and industry-wide standards, business 
owners and top management of organizations may not be supportive of those efforts, 
resulting in developers failing to alleviate the ethical concerns during development 
phase [28]. Hence, visibility of risks in the AI’s context of use should be conceived 
through formal mechanism within the organization, taking into account the various 
stakeholders involved as envisaged by National Institute of Science and Technology 
(NIST) AI Risk Management Framework [29].  

As legislations and industry-wide standards are being formulated, organizations 
would be prudent to ensure that their adoption of AI complies with the governancing 
laws and standards. Enforcement of these legislations and standards may require 
expertise in performance of test, evaluation, verification and validation (TEVV) as 
recommended by [29]. This would include examination by human-before-the-loop, 
human-in-the-loop as well as human-over-the-loop and executed at the four control 
points in the AI lifecycle as expounded by [30]. If requisite services pertaining to 
the use of AI model such as acquisition of data or/and model are necessary, then the 
countermeasures has to be put in place in the form of contractual terms or 
specifications required [31, 32]. In light of these propositions, a reproduction of 
integrated GRC framework is presented in Figure 2 [33].  

 
Figure 2. Frame of Reference for Integrated GRC [33] 

 

.
AI 

Governance
Data 

Governance

IT 
Governance

Corporate 
Governance

External 
Governance



 
 

28 

3. Methodology 
This study aims to extract and synthesize insights regarding the GRC elements 

and practices by previous review studies. Hence, the inclusion criteria as outlined 
in Table 1 is applied.  

Table 1. Article Selection Criteria 

No. Attribute Inclusion Criteria 

1.  Database Scopus 

2.  Type of Article Review Article 

3.  Period of Publication January 2019 until August 2023 

4.  Topic Governance, risk, compliance, ethical design, 
framework, tools, safety, trust or impact of AI 

5.  Quality Consideration Peer-reviewed article 

6.  Language English 

 
4. Result 

14 review articles are obtained from the search results. A summary of the articles’ 
content is given in Table 2.  

Table 2. Summary of Review Articles Obtained 

Article Objective Key Findings No. Of References 
Examined (Period 

In Year) 

[34] To reveal knowledge gaps 
in AI Governance (AIG) in 
the organization. 

The gaps identified include:  

i. Limited 
understanding of AI 
governance 
implementation; 

ii. lack of attention to 
the AIG context; 

iii. uncertain 
effectiveness of 
ethical principles and 
regulation; and  

iv. insufficient 
operationalization of 
AIG processes.  

68 

(2010-2021) 

[35] Governance process is 
divided into structural, 
procedural and relational 
aspects. The recommended 
governance practices are: 

i.  fostering 
collaboration 
across functions  

ii. structuring and 
formalizing AI 

Governance mechanism will 
impact data scope, 
organizational scope and 
targets. Each of the impacted 
area is sub-divided into data, 
model and system. This 
framework captures and 
grouped the requirements in 
hierarchical order while 

61 

(2011-2021) 
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Article Objective Key Findings No. Of References 
Examined (Period 

In Year) 
management 
through a 
framework 

iii. focusing on AI as 
a strategic asset  

iv. defining how and 
who makes 
decisions 

v.  developing 
supporting 
artifacts (policy, 
standards, and 
procedures), and 

vi. monitoring 
compliance 

 

considering the antecedents 
and consequences.  

[36] A determine the 
requirements for 
responsible artificial 
intelligence  

The responsible AI 
governance framework is 
composed of 10 ethical 
concepts. 75% of the reviewed 
references are discursive in 
nature without empirical data 

12 

(2019-2023) 

[37] To ensure AI systems are 
contestable by design: 
responsive to human 
intervention throughout the 
system lifecycle.  

A framework is proposed 
which consists of five system 
features and six development 
practices that contribute to 
contestable AI 

19 

(2016-2021) 

[38] To describe the main 
ethical themes in the field 
of data science 

Identification of 5 project 
phases where each phase 
consist of an ethical theme and 
multiple ethical 
considerations. 

50 

(2009-2019) 

[23] To identify ethical 
implications for the use of 
AI in Digital Technology 
(DT) archetypes. 

A conceptual model is 
developed with 14 ethical 
aspects mapped to 7 DT 
archetypes. An ontological 
framework was also conceived 
showing the interrelationship 
among physical, cognitive, 
information and governance 
domain.  

59 

(2000-2022) 

[26] To bridge the gap between 
principles and practices by 
constructing a typology 
that may help practically-
minded developers apply 
ethics at each stage of the 
Machine Learning 
development pipeline, and 
to signal to researchers 
where further work is 
needed. 

Method of incorporating 5 
ethical principles into 7 AI 
lifecycle phases are compiled 
from the literature review.  

106 

(2013-2020) 
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Article Objective Key Findings No. Of References 
Examined (Period 

In Year) 

[39] To present the empirical 
research regarding human 
trust in AI 

The form of AI representation 
(robot, virtual, embedded) and 
the level of AI’s machine 
intelligence are important 
antecedents to the 
development of trust. A 
framework that addresses the 
elements that shape users’ 
cognitive and emotional trust 
is proposed. Also, AI’s 
tangibility, transparency, 
reliability and immediacy 
behaviors are important in 
developing trust. The absence 
of consensus on the suitable 
scales and behavioural 
measurement for trust across 
disciplines may hamper inter-
disciplinary cooperation.  

150 

(1999-2019) 

[40] To analyze the 
implementation of AI in 
the organizations and the 
effects it has on 
organizations.  

The Input, Process and Output 
(IPO) conceptual framework 
for understanding AI 
implementation in 
organizations is constructed 
with antecedents, challenges, 
guidelines and consequences 
identified and group into 
clusters. Interestingly, 8 major 
theories were highlighted as 
antecedents for application of 
AI in the organizations.  

61 

(2017 – 2020) 

[41] To elaborate the different 
types of adversarial attacks 
with various threat models 
and as well as the 
efficiency and challenges 
of recent countermeasures 
against them 

Taxonomy of adversarial 
model for (a) evasion attacks 
and (b) poisoning attacks with 
respect to adversarial 
capabilities and goals. 
Defence strategies include: 

i. adversarial training; 
ii. gradient hiding; 

iii. defensive distillation; 
iv. feature squeezing; 
v. blocking the 

transferrability; 
vi. defense-generative 

adversarial network 
(gan) 

vii. magnet; 
viii. using high‐level 

representation guided 
denoiser (hgd); and 

ix. using basis function 
transformation. 

9 (threat model) 

16 (attack and 
application) 

9 (defense) 

(2006-2018) 

 

[42] To review the methods 
proposed for AI assurance 

10 metrics were proposed in 
evaluation of the methods 

250 
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Article Objective Key Findings No. Of References 
Examined (Period 

In Year) 
which includes testing, 
verification, validation 
toward assurance of data-
driven, trusworthy, 
explainable, ethical, 
unbiased and fair to its 
users 

proposed in previous studies 
which include: 

i. specificity to ai’ 
ii. the existence of a 

formal method; 
iii. declaration of 

successful results in 
testing; 

iv. availability of 
datasets; 

v. system size 
vi. declaration of 

successful results in 
real-world 
application; 

vii. existing limitation; 
viii. generalizable; 

ix. used in real-world 
application; and 

x. contrasted with other 
methods 

(1985-2021) 

[43] To identify the positive 
and negative impacts to 
safeguard AI’s benefits 
and avoid its downsides. 

Elucidation of purpose, scope, 
organisational context, 
expected issues, timeframe, 
process and methods, 
transparency and challenges 
related to AI Impact 
Assessment (IA). A baseline 
process of implementing AI-
IA is also proposed for AI 
developers and vendors. 

38 

(2016-2021) 

[44] To develop a value-based 
assessment framework that 
is not limited to bias 
auditing and that covers 
prominent ethical 
principles for algorithmic 
systems. Used 9 review 
articles as starting point. 

The required values and their 
manifestation methods for the 
development team, auditing 
team, data domain experts and 
data subjects are identified.  A 
circular-based assessment 
framework that visualizes 
closeness and tensions 
between values are 
constructed with operational 
guidelines. 

192 

(2006-2022) 

[30] To analyze the 
requirements of fairness, 
explainability, 
accountability, reliability, 
and acceptance to uncover 
the approaches that can 
mitigate AI risks and 
increase trust and 
acceptance of the systems. 
It also discusses existing 
strategies for validating 
and verifying these 
systems and the current 

Elaboration of fairness, 
explainability, accountability, 
privacy and acceptance were 
given. 4 levels of human 
involvement in assuring the 
requirements are met are 
before-the-loop, in-the-loop, 
in-the-loop and over-the-loop 
corresponding to 4 control 
points in AI lifecycle.  

227 

(2010-2021) 
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Article Objective Key Findings No. Of References 
Examined (Period 

In Year) 
standardization efforts for 
trustworthy AI. 

The major elements or practices required in the domain of GRC as extracted from 
the documents are described as follows:  

(a) audit -the examination and inspection implemented to ensure compliance to 
certain policies, procedures or standards; 

(b) certification – the formal recognition that the organization has been audited 
and complied with the stated policies, procedures or standards; 

(c) countermeasures – controls or defense strategies that can be implemented to 
reduce identified risks; 

(d) data governance – revolves on the process carried out on the data to ensure 
that it is fit for use as well as protecting the privacy of subjects;  

(e) ethical training – the training that pertain to ethical use of data, AI models, 
deployment and assessments to ensure ethical practices in AI lifecycle; 

(f) impact assessment – the exercise conducted to determine the consequences 
of using AI which include risk and benefits to the relevant stakeholders; 

(g) Input, Process and Output (IPO) framework – a framework that considers the 
antecedents, challenges, guidelines and consequences in AI adoption; 

(h) metrics – measurements involve in gauging the level of ethical compliance or 
performance of AI; 

(i) Policies, Procedures and Standards (PPS) – the governing mechanism of an 
organization which ensure all internal employees as well as external parties 
working with its employees adhere to approved rules and regulations;  

(j) process models – the incorporation of ethical practices and controls in the 
stages of AI lifecycle from planning and designing stage until deployment of 
AI model.  

(k) role of stakeholders – the responsibilities of all those who are involve in the 
development as well as affected by the deployment and use of AI.  

(l) software and tools – the codes, libraries, application that assist in ethical 
practices of AI development and deployment.  

(m) Testing, Evaluation, Verification and Validation/Oversight – these revolves 
around the practices of assessment and inspection of AI operation in various 
stages of the lifecycle to ensure that the results fulfill minimum requirements.  

Table 3 lists the articles obtained and the main GRC elements as elucidated from 
(a) to (m) where ‘X’ denote the main GRC elements elaborated.  

Table 3. Mapping of Review Articles to GRC Elements 

Article Main GRC Elements 

(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) (l) (m) 

[34] X     X       X 

[35]          X    

[36]          X    

[37]           X   

[38]     X        X 
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Article Main GRC Elements 

(a) (b) (c) (d) (e) (f) (g) (h) (i) (j) (k) (l) (m) 

[23]         X     

[26]          X    

[39]        X   X   

[40]         X X    

[41]   X   X        

[42]        X     X 

[43]      X        

[44] X X  X       X   

[30]      X       X 

Examination of the review articles showed that there are some semantic 
similarities in their work but with subtle differences in the terms that the authors 
used. For example, contestable AI [37], governance measures [34-36], value-based 
assessment [44] and implementation approaches [25, 26, 38, 40] entail 
recommended processes to deliver assurances of AI [42] , alleviate ethical concerns 
[23], increase human trust and autonomy [30, 39] as well as reduce risks [41, 43, 
45]. It is thus unavoidable that there are some overlapping themes as well as same 
references used amongst the review articles. Without deduction for duplicate 
references, the combined total references cited by the reviewed articles are 1,385 
from the years 1985 until 2023.  

 
5. Discussion  

There are certain concepts that form semantic proximities with one another where 
only the scope or coverage of the terms is different. For example, in assurance of 
AI [42], the author defined that it must fulfill its ethical requirements as well as 
function according to the expectation of stakeholders. Hence, standards that define 
terminologies used in AI are fitting as reference for organizations. In the same vein, 
risk assessment can be considered a subset of impact assessment [43] which would 
include risk identification and evaluation. Organizations can leverage on existing 
risk management practices for this purpose. Also, measures for assurance [42] hint 
at activities such as contestation of decisions [37], human oversight [30] or audit 
exercises which may include testing, evaluation, verification and validation [29]. In 
short, legislations and industry-wide standards are required to for high risks AI 
applications to ensure compliance by the organizations involve in development, 
deployment or maintenance of those applications to safeguard the interests of users 
impacted by the use of AI applications.  

The results directly and indirectly validated the methodology used to collate 
information and insights regarding the approaches to GRC recommended for AI 
adoption based on the following assertions: 

i. review of review articles affords greater coverage of the knowledge pool 
in the area of research considering certain review articles like Stahl et. al. 
[43] extended their list of references to grey literature like web sites of 
relevant organizations, books and reports.  
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ii. most articles from academic databases provide critical analysis and 
synthesize new knowledge or concepts from previous studies [36]; 

iii. review of other review articles has previously been implemented in 
tourism industry [46];  

iv. all the review articles contributed to GRC approaches as required by this 
study with two of the review articles which dedicated extensive effort to 
technical discourse of AI attack and hence provide insights to risk 
management only [41];  

v. AI is a progressive field with conceptual fuzziness and this prompted 
Shneider et al. [35] and Stahl et al. [43] to begin their studies based on 
other relevant reviews; and 

vi. The insights afforded by previous review articles afford more conclusive 
evidence regarding the research direction of the topic under consideration 
[47].  

  
6. Conclusion  

Backward snowballing method may be employed to comprehensively list out the 
elements and practices involved in each of the GRC domain as expounded by the 
16 review articles examined [48]. Thereafter, a GRC framework can be constructed. 
Established standards, framework, models and guidelines available for corporate 
governance [49], Information Technology (IT) governance [50], data governance 
[51], procurement [31], risk management [29] and other relevant publications with 
expert consensus can form the basis for the proposed GRC framework. The 
acceptance and suitability of the framework can then be validated empirically in 
different setting and industry where AI is adopted. 
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