
Open International Journal of Informatics (OIJI)                                    Vol.  10  Special Issue 1  (2022) 
 

 

 11 

_________________________________________________________ 
* Corresponding author. liauchang@graduate.utm.my 
 

Stock Trend Behavior Prediction using Machine 
Learning Techniques and Trading Simulation 

 
 

Liau Sheau Chang1, Nilam Nur Binti Amir Sjarif2, 
Doris Wong Hooi Ten3 

1,2,3Razak Faculty of Technology and Informatics, Universiti 
Teknologi Malaysia (UTM), Kuala Lumpur 54100 Malaysia 

1liauchang@graduate.utm.my, 2nilamnur@utm.my, 
3doriswong@utm.my 

 

Article history 
 

Received:   
02 Dec 2021 
 
Received in revised 
form:  
15 Jan 2022 
 
Accepted: 
20 Feb 2022 
 
Published online:  
20 May 2022 
 
*Corresponding 
author  
liauchang@graduate.
utm.my 

Abstract 

Due to the choppy fluctuates and uncertainties in the share market, it has been a challenge for 
financial institution or even investors to be definite with the stock trend. The aim of the paper is to 
scrutinize different algorithms in data mining to identify the trend of the stock price movement. This 
will provide contently insights to the investor to make a precise investment and grow their portfolios. 
Historical price movement are extracted from financial websites. Derived attributes on Simple 
Moving Average (SMA) with different periods are added as an input parameter. This study proposed 
a combination of different features to implement with machine learning algorithms which includes 
k-NN, SVM and J48. The study has achieved high accuracy in stock classification, with 94.872% in 
k-NN, 94.855% in J48 and 85.257% in SVM. This indicates that for trend movement prediction 
classification, SVM is the most optimal algorithm to classify the correct trend of the stock movement, 
followed by k-NN and J48. However, the feature selection is also crucial to have an impactful 
attribute as the input parameters for better and more accurate predictive analysis. Price movement 
forecast was also carried out to compare between linear regression, Decision Tree, LSTM and k-
NN to be used for future comparison. LSTM is the best algorithm in predicting the stock price with 
the least RSME indicates that it rhymes closely with the actual stock price movement.  

 
Keywords: Stock Trend Prediction, Data Mining, Machine Learning, k-NN, SVM, LSTM, ETL, 

Exponential Moving Averages 
 
 
1. Introduction 
 
  Over the decades, due to the high rise of inflation rate and globalization 
effect[1]  , investors are looking for alternative investment platforms to secure the 
funds that have been hard earned. Interest rates in traditional savings and fixed 
deposit products are no longer lucrative as before. Some countries even demand 
service charges to secure the savings funds put into the bank and causing the interest 
to be in negative territory.  

 Moreover, due to the Covid-19 pandemic that impacted globally since 
March 2020, there has been a surge in the growth of stock market 
transactions[1]. Job insecurity and new norm working from home has sped up 
the consensus to generate passive income from other instrument products. 
However, some of the investors are investing based on rumors and news which 
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turn out to be a bad investment over time and causing loss of money. Based on 
the Efficient Market Hypothesis (EMH) [2], it is impossible to comprehend the 
market trend over time. This is due to the spread of corresponding news to the 
public and reflected in the share price in a moment. Financial markets like 
stock markets are a complex yet chaotic platform, full of uncertainties and 
influence factors. Political issues, economy policies, corporate actions or even 
the market theme sentiments all are taking some weightage influencing the 
stock price movement.  

 
Figure 1. Efficient Market Hypothesis[2] 

  There have been several strategies adopted in the security market for 
price movement prediction. The commonly used approaches include (a) 
fundamental analysis, (b) technical analysis[3], and (c) quantitative analysis. 
Scrutinizing the company intrinsic value by looking into the financial 
statements and underlying factors that may impact the current operation and 
prospects of the businesses is deemed to be fundamental analysis. Some ratios 
are used as metrics to provide insights into the company economical health and 
sustainability of company growth[4]. The usage of fundamental analysis will 
provide a benchmark to predict the trend of a share price movement over a mid 
to long term period. 
  Technical analysis on the other hand uses historical data, which includes 
the price and volume movement for identification of the statistical trend[5]. 
Price and volume figures are collected and further calculate derived technical 
indicators for prediction. These indicators presented in graphs illustrate the 
opportunity window for investment. It is usually used as an indicator for short 
to mid-term stock price movement trends.  
  Quantitative trading[6] which uses high-frequency trading and 
algorithmic trading techniques aiming for short-term periodic investment profit 
realization. It is normally used by hedge funds and financial institutions which 
involves huge transactions amount in the financial market. Using disruptive 
technologies in machine learning and mathematical modelling enables the 
researchers to create models and back tested the historical market data and 
iterated for refinement. Once the target result is achieved, the system will be 
used to automate the trading in the real time market[7]. 
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Figure 2. Technical Indicators for Predictive Model 

    

 In the financial domain, dataset from different markets and sources 
provide different elements. Data that has been extracted normally is huge due 
to the permutations of attributes[8]. Besides that, the attributes do not always 
fit the model. All of the data that can be obtained in every day life is in vast 
quantities. The attributes are required to be filtered based on the impact level. 
It is not possible to process them manually. This is where the idea of feature 
selection comes into play. With the enhancement and evolvement of the 
machine learning techniques will aid in the feature ranking and selection. When 
there is a huge data set and needs to reduce the number of resources without 
missing any significant or related information, the feature extraction technique 
comes in handy. Feature extraction aids in the reduction of duplicate data in a 
data package[9].   

 Machine learning is a favorable tool to be used in financial markets for 
price movement trend prediction research[10]. As part of artificial intelligence 
domain, machine learning carries out learning procedures based on algorithms 
without human intervention. There are several common tasks that can be done 
in machine learning such as classification, regression, clustering, and 
prediction[11]. Dataset with relevant attributes is provided as a feature input 
are trained and tested. Classification is a process used to indicate the separation 
of entities based on significant characteristics that labels onto each of the 
instances. In the price movement trend prediction model, two labels of 
classification are introduced, which are uptrend and downtrend. There are some 
studies on price movement trend prediction model using different algorithms 
in machine learning context. Support Vector Machine (SVM), Decision Trees, 
K-Nearest Neighbour (KNN) and Naïve Bayes [12] are the commonly used 
supervised learning techniques.  

 
In this paper, two approaches are proposed where the dataset are being used 

for stock trend prediction. The approaches include using data mining techniques for 
structure data as well as sentimental analysis for unstructured data. Derived columns 
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on price moving averages of different periods are extracted as input features for data 
mining. Three classification model chosen includes k-NN, SVM and J48. Apart 
from that, unstructured comments related to selected listed companies are also being 
used for sentiment analysis. The data are categorized with trends based on some key 
words in the comments. Both data mining and sentimental analysis will assist in 
precise stock trend prediction and hence will reduce the risk of investors and to 
provide better insights for stock recommendation.   

 This study can be split into four sections, which includes Related 
Works, Methods & Algorithms, Methodologies, Discussion & Findings and 
Conclusion. The Related Works describes the previous studies related to stock 
prediction using data mining techniques; Methods & Algorithms explains on 
the algorithms used for the study; Methodologies where steps from data 
preparation till the experiment and findings are discussed; Discussion & 
Findings display the results from different combination of feature extraction 
and price forecast using different algorithms; Conclusion summarizes the paper 
and suggest future research and enhancement that can be done. 
 
2. Related Work 

There have been several studies on the prediction of stock trend movement 
using data mining and text mining. Some of the studies combine both data mining 
and text mining to conduct a prediction based on the accuracy of classification like 
[4]. Other focus more on sentiment analysis based on the Twitter feeds using Twitter 
API like [13] . All the previous studies show that there is strong correlation between 
the sentiment analysis on Tweeter feeds using text mining and historical price using 
data mining. With the extensive enhancement on the machine learning algorithms, 
unstructured data that seems to be complicated has now gradually be easier to be 
processed for classification, clustering, and regression testing.  

 
Ayman E. Khedr et.al [4] proposed a prediction model by combining both 

text mining and data mining to run the experiment. Different categories of stocks 
daily news data from organization, markets and annual report are taken together 
with historical numeric characteristic during daily floating rate to look insight and 
predict the stock market behavior. The investigation can be divided into two phases. 
In the first phase, Naïve Bayes algorithm is implemented to run text mining which 
is part of the sentimental analysis to identify news polarities. The result show high 
accuracy range which is 86.21%. For the second stage, K-NN algorithm are been 
chosen to carry out data mining. Merging of the outcome from previous stage and 
transform it as input of second stage so that they can proceed the historical numeric 
data. The result of predict future stocks market trend consider high accuracy which 
is up to 89.80%. Moreover, it is concluded by the researcher that both Naïve Bayes 
and K-NN algorithm can perform best prediction in future stocks market price. 
Hence, both also display a strong correlation in between the news from stocks 
market and the floating rate of stocks price.  

 
  Shila Jawale et.al [5] conducts a study that using Twitter sentimental 
analysis to foresee the overall of user sentimental who will impact the floating price 
in India stock market. Random Forest Algorithm have been chosen to run for the 
data mining. At the beginning, researcher using Python language to collect the raw 
historical data of the specific organization from Yahoo! Finance. After that 
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implemented Random Forest Algorithm on the datasets for pre-processing. At the 
same time, the latest tweets from Twitter are grabbed which is relevant to those 
company and further retrieved the personal detail such as user ID, time, date and 
located when tweeted, etc. Sentiment analysis[14] had been applied to get the 
outcome of sentimental value. After that both outcomes are combined to predict the 
accuracy toward the fluctuation of stock market. Result shows that there is a strong 
relation of public mood and the floating rate of stocks price. A large-scale that are 
occupy from the research mentioned that a positive tweet from public good mood 
will cause a rise of stock price company. 
 

Deep learning has been widely used for financial domain as it is capable for 
handling huge volume of data while reducing noise and handling nonlinear 
relationship within the data[15]. In the study, a generator is proposed to mine the 
data distribution using Long Short-Term Memory (LSTM) and generate predicted 
data for the closing price of share price. Besides that, a discriminator is proposed 
using Generative Adversarial Network (GAN) together with Multi-Layer 
Perceptron (MLP). The discriminator is used to compare the generated data against 
the real stock data. The prediction model is then evaluated based on some statistical 
indicators which include Mean Absolute Error (MAE), Mean Absolute Percentage 
Error (MAPE), Average Return (AR) and Root Mean Square Error (RMSE) among 
different algorithms. GAN algorithm achieves the best result with highest annual 
return of 75.54% and lowest Mean Absolute Percentage Error which is 1.37%. 
However, the data points in the input parameter are minimal. More indicators and 
derived attributes should be computed and extracted as a feature for the model to 
learn and predict more accurately. 
 
 With the evolvement of machine learning and statistical algorithms, 
Efficient Market Hypothesis is no longer valid for its theory stating that the stock 
price prediction is impenetrable [16]. In the study, graph theory which grip on 
Spatio-temporal relationship are employed to the stock price movement for 
modelling. Two types of graphs are developed, one which comprises the correlation 
of the historical share price data and the other is the causation-based graph based on 
the news headlines. Convolutional neural network is used for correlation analysis 
while traditional machine learning models are used for causation-based graph. Root 
mean squared error (RMSE), Mean absolute percentage error (MAPE) and mean 
absolute error (MAE) is used for the performance evaluation. The employment 
shows that Graph convolutional Network (GCN) gives high accuracy in terms of 
causal relationship and forecasting. In the study, the GCN model only examines 30 
nodes within the graph which is incapable of covering a more complex network. 
Besides that, the performance of GCN employed to time series forecasting can be 
scrutinized in future.  
 
 
3. Method 

To experiment the data mining in this research, the total 3 algorithms had 
been chosen to analysis the accuracy of data. There are K-Nearest Neighbours (k-
NN aka IBK), Support Vector Machine (SVM) and Decision Tree J48. The further 
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explanation will be explained in this section for a clear and better understanding on 
each algorithm. 

 
3.1. K-Nearest Neighbours (K-NN aka IBk)  

K-nearest neighbours’(k-NN) [17] algorithm also known as non-parametric 
instance-based knowledge algorithm (IBk) or lazy algorithm. Non-parametric 
means the data distribution is not sdefined and the model is only built upon the 
provided dataset. This is one of the focal points as in the real-world datasets, it does 
not follow numerical theoretical assumptions. For example, feature space is having 
N training vectors, k-NN algorithm will identify the k nearest neighbours of a new 
instance, regardless of the labelling. When the k is set to 1, each training vector will 
define a Voronoi partition of space. 

 
Figure 3. Label voting in k-NN algorithms 

 
Segmentation of a plane into regions adjacent to each of a given group of items 

is known as Voronoi partition of space. These objects contained weighted points 
(seeds) in the plane is an ideal segmentation. In summary, seeds within a specific 
region will comprise all the points of the plane closer to specific seed than to any 
other. Lazy algorithm does not require any training data and it is only being used in 
testing phase. One of the drawbacks of k-NN is that it requires a lot of time to scan 
all the training data and as well to store the training vectors during the testing phase.  
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The selection of class region for a given data point can be derived from the 
formula below: 

     𝑅! = {𝑥: 𝑑(𝑥, 𝑥!) < 𝑑+𝑥, 𝑥",, 𝑖	𝑗}            (1) 

 
Some remarks to be consider when using k-NN are as follow:  
• • For 2 class problem, an odd k value should be taken to prevent tie scenario  
• • The k value should not be a multiple of number of classes  

 
3.2. Support Vector Machine (SVM) 

 
Support Vector Machine (SVM) [18] are supervised learning models that can be 

used for linearly separating binary sets and regression of data points. The main 
function of SVM algorithm is to find a hyperplane to split classes of data vectors 
with the maximum margin. The data points are classified in an N-dimensional space 
where the hyperplanes to have maxima distance between any two data points for 
different classes. Hyperplanes are boundaries used to decide the categorization of 
the data points. The dimension of the hyperplane also takes in consideration of the 
number of input features. For example, for a 2-dimensional input, the hyperplane 
could just be a line, but when it is a 3-dimensional input, then the hyperplane will 
become a two-dimensional plane. 

 

 
Figure 4. Hyperplanes in 2D and 3D feature space[19] 

 

Support vectors [20] are selected from the classified data points which are closer 
to the hyperplane. These support vectors form the base for building SVM by 
maximizing the margin of the classifiers. Maximum margin provided by the 
hyperplane will be the best selection as it has the broader capacity to generalize data 
predictions and not overfitting the model to training data. The result will yield better 
performance on the test data in the same time. 
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Figure 5. Support Vectors with different size of margin[19] 

 
3.3. Decision Tree J48 

J48 also known as C4.5 uses a top-down, recursive, divide-and-conquer strategy 
[21] to find a good attribute to split on at each stage. Decision tree are built upon 
based on the training data set which uses the algorithm of ID3 by measuring the 
entropy of information gained. Selecting attribute for root node where branches are 
created for each possible attribute value. To get the smallest tress, purest nodes 
which has the greatest information gain need to be selected. Information gain is 
measured in bits unit by realization of the value in data attribute from the pool of 
information gained. Based on the information theory, information is measured by 
bits using entropy. 

𝑒𝑛𝑡𝑟𝑜𝑝𝑦(𝑝#, 𝑝$, … , 𝑝%) = 	−𝑝#𝑙𝑜𝑔𝑝# − 𝑝$𝑙𝑜𝑔𝑝$ − 𝑝&𝑙𝑜𝑔𝑝&                     (2) 
 

 
Figure 6. Extract from J48 decision tree 

 
Information gain can be calculated by calculation the entropy of 

distribution before the split minus the entropy of distribution after it After that, 
instances will be split into subsets by extending the branches from the node. The 
attribute with the highest entropy bits is the best choice to be used for extending 
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the branches. The branching continues recursively by using only instances that 
reach the branch. Process will halt when the criteria where all the instances have 
the same class.  
Pruning in J48 is used with the aim to produce a smaller decision tree and at the 
same time preventing the overfitting issues to the training data. The core rationale 
behind is to remove any nodes/branches in such a way not deteriorating the 
algorithm processing duration.  

Some remark on the algorithm is shown as below:  
• When the data points are having the same classification, it will  
   create a leaf node to conclude the class selection.  
• For each attribute, information gain is calculated based on the  
   entropy difference before and after the split  

3.4. Support Vector Regression (SVR) 

 
Bruno et al.[22] in the study scrutinize on the feasibility to implement 

Support Vector Regression (SVR) in stock price movement prediction in three main 
market which includes Brazilian, Chinese and America stock market. RMSE and 
MAPE are used to evaluate in two aspects which include the average returns and 
volatility of the market based on the standard deviation of the closing market price. 
There is evidence suggesting that SVR is a good algorithm for the stock market 
trend prediction context. Besides that, when the volatility of the market is low, the 
precision of the prediction using SVR increased significantly. However, in the 
study, there is no real implementation to perform comprehensive algorithm 
implementation. In addition to that, fundamental factors are not incorporated into 
the modelling consideration. 
 

3.5. Long Short Term Memory (LSTM) 
 
  In financial market, there are a number of indicators as an input feature 
for price movement prediction[23]. Different equity is dependent on distinct 
indicators due to the characteristics of the sector itself and the cyclical 
economical aspects. Chen & Zhou in the study scrutinize the capability of 
Genetic Algorithms (GA) for feature selection. Ranking features are evaluated 
based on the weightage and impact to the model. Besides that, enhanced Long 
Short-Term Memory (LSTM) is used for stock price prediction model. China 
Construction Bank and CSI 300 stock from Chinese stock market are used for 
the model. Performance comparisons are done on 8 models with the GA-LSTM 
combination display the lowest figure on Mean Square Error which is 0.39% 
on CSI 300 and 0.53% on China Construction Bank. However, the study has 
limitation on the stock market coverage that only focuses on Chinese Market. 
Furthermore, the model parameters are manually done using trial and error. 
Hence a more systematic approach should be used to find the best fit 
parameters which include the number of attributes that should be used. 
 
 
 
4. Methodologies 
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  This section describes the proposed model and methodologies that are 
implemented for the classification and prediction of the stock price. Figure 3. 
Shows the proposed model that is used for this study. The objective of the 
proposed model is to prepare the data collection using web crawler, ETL run 
to clean and calculate some variables to be used, data pre-processing, machine 
learning algorithm implementation, analysis on the result, provide insights of the 
price movement and hence to give recommendation to investor based on the 
implementation of the machine learning algorithm. This includes 3 main algorithms 
which are K-nearest neighbours’(k-NN), Support Vector Machine (SVM) and J48 
which are originated from C4.5. The different algorithms selection with their own 
features and characteristics can help to provide better insights and results. 

 

Figure 7. Proposed System for Stock Data Mining and Prediction 
 
4.1. Web crawler 
   
  Firstly, a web scraper console application is developed using Microsoft stack 
IDE, i.e., Visual Studio. Web crawler is an automated approach to extract raw data 
from a webpage. The library used for the web scrapper is Selenium and the 
programming language used is C#. The historical data of share price movement are 
copied form the website Investing.com and store in a Comma Separated Value file 
(CSV). The source columns that are extracted by daily includes the stock name, date, 
opening, high, low, closing (OHLC) and as well the volume. Currently there are 
altogether 187 Malaysia listed companies and 17 United States listed companies are 
crawled for the survey. 
4.2. ETL Processing 

An ETL system is also developed to process the share price data that has been 
crawled from the website. All distinct files each representing a stock market counter 
are processed by daily. The ETL processes is designed in three stages, i.e., Extract, 
Transform and Load. In Extract phase, all CSV files are loaded into an Initial table 
without any transformation. Next, in Transform phase, several calculations are carried 
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out to calculate Exponential Moving Average (EMA) [24] of different periods and 
data cleansing for initial structure formatting. Once the ETL is done, the data will be 
loaded into Microsoft SQL Server as historical price data repository. In this survey, 
3 Malaysian company, i.e. Sapura Energy Bhd, Top Glove Corp Bhd and Magni-Tech 
Industries Bhd are selected for further in-depth analysis. 
 
4.3. Data Pre-processing 
  The dataset prepared is further discretized by spotting golden crossover 
and death cross to indicate the uptrend, sideway and downtrend of the price 
movement. If the price of stock is above SMA50 and SMA50 is greater than 
SMA200, it will be labelled with “UPTREND”, when the price is between 
SMA50 and SMA200 while SMA50 is still greater than SMA 200, it will be 
labelled as “SIDEWAY”, and when the SMA50 is crossing SMA200, it will be 
labelled with “DOWNTREND”. 
 
4.4. Training Data with algorithms 
  The data that has been pre-processed will be used for machine learning 
implementation and prediction. The three algorithms that are being selected are 
K-nearest neighbours’(k-NN), Support Vector Machine (SVM) and J48. Each 
of these algorithms has its own advantages and drawbacks. 
 
4.5. Results and Analysis 
  Once the data is ready, training and testing on the dataset using different 
algorithms will be carried out. Results from the algorithm run will be used to 
validate on its accuracy and precision. Different combination of the derived 
attributes will also be used to verify the most accurate pair of attributes among 
the rest. 
 
4.6. Price Forecast 
  Apart from the classification, price movement prediction by linear 
regression and k-NN will also be plotted out. It will be useful as a guidance for 
investor to manage their portfolio and it can also be stored for future 
comparison. 
 
5. Result and Discussion 

This section describes the experiment results and performed prediction to 
the stock market behavior using 3 algorithms in Weka [25], which includes k-
NN, SVM, J48. This experiment is designed in two parts, the first part is to 
perform prediction model for the stock market behavior to be either uptrend, 
sideway or downtrend. The second part is used to scrutinize the results of 
sentiment analysis against the comments in i3investor which can classifies as 
positive or negative. 
 
  In both parts of the experiment, company with different level of price 
fluctuation are being selected. The three companies are Sapura Energy Bhd, Top 
Glove Corp Bhd and Magni-Tech Industries Bhd. Three (3) algorithms are 
performed to calculate the accuracy of the data classification and prediction. On the 
other hand, the comment text is divided into training and testing sets. The purpose 
of training set is used to learn the model structure while the testing set is used to 
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confirm the algorithm’s accuracy. Comments with positive and negative sentiment 
classification are used as training data to learn the model. The testing data are 
expected to be able to classify into the correct classification of positive or negative 
sentiment. 
 
  Prior to applying the technique with the best precision, the proposed 
methods would be compared to many metrics. Primarily, using WEKA, an 
uncertainty matrix is used to evaluate a classifier's output by considering the right 
and incorrect classification rates. The formula for calculating accuracy is as follows: 
(3). 

	

    𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 	 '()*	,-.!/!0*1'()*	2*34/!0*
'-/45	6*7-(8.

                          (3)
         

Despite consistency, three new criteria for evaluating outcomes are introduced: precision, 
recall, and F1-score. Out of all the records that are positively estimated, precision counts the 
cumulative number of true positive records. The relevant formula is as follows: formula (4).  

 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 	 '()*	,-.!/!0*
'()*	,-.!/!0*1945.*	,-.!/!0*

  (4) 
 

Then, out of all the records that are properly labelled as accurate, Recall (also known as Sensitivity) 
counts the cumulative number of true positive records. The relevant formula is as follows: formula 
(5). 
 

𝑅𝑒𝑐𝑎𝑙𝑙 = 	 '()*	,-.!/!0*
'()*	,-.!/!0*1945.*	2*34/!0*

   (5) 
 

Finally, the F1-Score is a metric that attempts to strike a balance between precision and recall. F1-
Score, unlike Accuracy, does not depend on True Negative, which refers to the cumulative number 
of valid documents that were exactly labelled. The formula for calculating the F1-Score is as follows: 
(6).  
 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 	2 × ,(*7!.!-%	×6*7455
,(*7!.!-%16*7455

   (6) 

 
  Table 1 shows the accuracy of prediction when KNN algorithm is applied 
on the price movement of the stocks for a period of 4 years. A couple of evaluation 
metric are used to measure the effectiveness and validity of the classification model. 
The evaluation of the k-NN classifiers outperformed other algorithms an having 
high accuracy and precision rate of more than 98% for trend classification. 

 
Table 1. Results of a k-NN classifier for Sapura Energy Bhd 

 

 
 

Table 2. Results of a k-NN classifier for Top Glove Corp Bhd 
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Table 3. Results of a k-NN classifier for Magni-Tech Bhd 
 

 
 

Table 4. Results of overall model using SMA50 and SMA200 with k-NN 
Classifier 

 
 

Table 5. Results of classification by k-NN, SVM and J48 algorithms 

 
 

  The main difference between this study compare to previous 
research is that we are not only using the price but also include additional derived 
variable like SMA50 and SMA200. Three variables which includes Price, SMA50 
and SMA200 are used to evaluate the impact factor to the algorithms. There are a 
few combinations of the variables that is used for the experiment to test the accuracy 
of the algorithms’ implementation. Among the five, SMA50 and SMA200 is the 
best combination for achieving high accuracy of 95.974%, followed by SMA200 
and Price which is 94.299%; Price, SMA50 and SMA200 which is 94.034; SMA50 and 
Price which is 90.530. The lowest accuracy that is achieved is when we provide the stock 
price solely.  
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  From another perspective, which is by algorithms comparison, k-NN achieved the 
highest accuracy of 84.872% followed by J48, which is slightly 0.017% lower than k-NN. 
Out of the 3 algorithms used, SVM display the lowest accuracy which is 85.257. The main 
reason behind is SVM need more equal datasets in each trend categories to have enough 
training. 
 

 
Figure 8. Trend prediction by Linear Regression 

 

 
Figure 9. Trend prediction by Long-Short term Memory (LSTM) 

 
  Apart from determining the classification of the trend, this study also 
scrutinize the price prediction by using two algorithms which are Linear Regression 
8and Long-Short Term Memory. Figure 6 shows the price trend by using Linear 
Regression while Figure 9 shows the price trend prediction using LTSM. It is 
interesting that both the price prediction is having a big difference in terms of the 
direction. Linear Regression algorithms shows that there is some limitation to 
predict far future price movement where it move in contradict direction while 
LSTM can match with the actual close price for the recent days ahead. 
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6. Conclusion 

In this paper, several algorithms applied to the datasets to obtain the 
classification model and as well to forecasting the stock market trends. The datasets 
include the historical data for three company with different level of fluctuations and 
some data mining algorithms. The experimental results were satisfactory and 
confirm the possibility to use the data mining techniques namely SVM, J48 and 
KNN for prediction of trend. This will provide some insights for the investors to 
decide on the holding positions.  

 To further enhance the accuracy and precision of the implementation, 
parameters from technical aspect and financial aspect should be included. 
Technical indicators that can be used are categorized into four, such as trend, 
momentum, volume, and volatility. Figure shows the indicators that are 
representation for each of the technical analysis category. Balance Sheet and 
Profit and Loss report from financial reports by year end and quarter end should 
also be taken into consideration while preparing the datasets for fundamental 
screening. 

 

 
Table 6. Indicators for each technical analysis Category[26] 

  Apart from data mining analysis, sentimental analysis should also 
suggest being used for further improvement. Sentimental analysis also called 
as contextual mining. It is a process to identify and extract the nature language 
of public opinion such as their thought, idea, behavior, assessment, and 
inspiration toward business product and services from the market. It is a 
common tool for text classification by using monitor and analyses online 
conversion to transform gather information whether is positive, negative, or 
neutral. 
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